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Determining venous thromboembolic risk assessment for patients with trauma: The Trauma Embolic Scoring System, Rodgers et al., 2012
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Using the  program ‘TESS Prediction Model_BERD.sas’ provided, read into SAS the provided dataset (vte2.sas7bdat), which is similar to the one used by Rodgers et al. Place the SAS dataset it in a folder that you can identify in a LIBNAME statement at the beginning of the SAS program.  Verify that dataset ‘two’ has 1500 observations and 5 variables.
One of these is DVTPE, a dichotomous variable that takes the value of 1 if the outcome of interest (venous thromboembolism) is present, or 0 if it is not.
Note the prevalence of VTE in this sample ~ 3% ( a rare event).
Part I: TESS Model Development and Performance
Ordinal and dichotomous versions of  continuous variables used to create the TESS risk score by Rodgers et al. are pre-coded for this demonstration.
The purpose here is to create a risk scoring tool based on these and other variables, which are potential predictors of VTE.
a) Use the PROC LOGISTIC step to model the log odds of dvt/pe as a function of  age, ISS, pre-existing comorbidity (cmb), severe extremity injury (extinjsev) and number of days of ventilator use (vdays).
Assess performance on data used to derive prediction model
	[bookmark: _Hlk85987204]Discrimination/Accuracy
	Calibration

	AUC (95% CI)
	88% (83-93)
	H-L GOF, p-value
	0.1294

	Error Rate (%)
	3%
	Brier Score
	0.03

	                FP (%)
	0 (0%)
	Calibration slope
	13.8

	                FN (%)
	45 (3%)
	
	

	TJur’s R-squared
	10.3%
	
	

	
	
	
	



[bookmark: _Hlk85986049]Part II: Internal Validation
An initial prediction model commonly shows a too optimistic discrimination (ROC area relatively high, closer to 1.0) and calibration (slope close to 1.0 and intercept close to 0) when it is applied to the data from which it is derived (i.e., the derivation or development data set). The model is so-called overfitted [Harrel, 2001; van Houwelingen, 2001]. This means that the model's predicted probabilities will be too extreme (too high for the diseased and too low for the non-diseased) when the model is applied to new patients; calibration will be poorer an  discrimination lower in daily practice [Altman et al., 2009; Moonset al., 2012b]. When one does not have access to a dataset of patients from another location, the model should be at the very least, validated internally. The amount of optimism (overfitting) in both calibration and discrimination can be estimated using so called internal validation methods. In a comparison of various split-sample methods and the bootstrapping method of internal validation, Steyerberg et al (2001) found that bootstrapping outperformed split-sample validation.

a) We can internally validate the model by applying its coefficients to a large number of “bootstrap datasets” that we obtain by resampling from the original data. Harrell recommends 100-200 bootstrap samples.
[bookmark: _Hlk86068368]Use dataset ‘three sas7bdat’ and the sas program ‘internal validation using bootstrap.sas’ to execute the bootstrap macro, written by Mithat Gonen (https://www.mskcc.org/profile/mithat-gonen) and modified and annotated by David Thompson, PhD, to obtain an “expected bias corrected c-statistic.”  This c statistic will be smaller than the one that PROC LOGISTIC reported on the original data, but reflects the model’s expected predictive performance should we apply it to other datasets.
After running the macro, report in the table below a shrinkage factor, which is the optimism-corrected AUC, divided by the uncorrected or optimistic AUC you obtained in the bootstrap method.  You will find these in the output from PROC SQL at the very end of the macro:
	[bookmark: _Hlk85983756]Optimistic AUC
	*Optimism Correction
	*Corrected AUC
	Shrinkage factor
(Corrected AUC divided by  Optimistic AUC)

	0.88
	0.02
	0.86
	0.98


	*100 bootstrap samples

b) Using the dataset ‘two.sas7bdat’ and the sas program ‘internal validation using split sample and k-fold.sas’ we will also explore split-sample and k-fold cross validation for the fun of it. Note that the AUCs for the training and validation data will not remain the same if you re-split the data and re-run the program multiple times, it just depends on how the data is randomly split.
	Split-sample validation
	5-fold cross-validation

	Optimistic AUC
	Validation AUC
	Optimistic AUC
	Validation AUC

	0.91
	0.81
	0.885
	0.878



[bookmark: _Hlk85989379]Part III: Risk Score Generation using the Framingham Methodolody (Sullivan et al., 2004)

a) Determine each variable’s contribution to a total risk score.
 Fill out the table below, first filling out the column labeled ‘Beta’ with the values for the logistic regression coefficients that you obtained in the very first PROC LOGISTIC step that you performed PART I

To obtain the values for the column Bshrink, multiple the beta coefficients by the shrinkage factor that you calculated in the table above.

In the column A, divide all the “shrunk” coefficients (in the column Bshrink) by the coefficient with the smallest absolute value, that is, the one whose value is closest to zero.  That will produce a value of 1 in column A for the variable with the smallest coefficient.  The other rows will have values in column A that are larger than 1.

In the next column, labeled S, round the values in column A to the nearest integer.  The integer values you generate in column S are each variable’s specific contribution to a total risk score that you will calculate in the next step of this exercise.



	Predictor
	Beta
	Bshrink*
	A
	S 
(variable’s contribution to total risk score)

	Agegrp 3
	0.4123
	0.404054
	1
	1

	Agegrp 2
	0.4429
	0.434042
	1.074218
	1

	ISSgrp 4
	1.2917
	1.265866
	3.132913
	3

	ISSgrp 3
	0.9153
	0.896994
	2.219985
	2

	ISSgrp 2
	1.3226
	1.296148
	3.207858
	3

	CMB
	1.5447
	1.513806
	3.746544
	4

	vdays
	1.5453
	1.514394
	3.747999
	4

	extinjsev
	0.3957
	0.387786
	0.959738
	1


Intercept = -6.12
*Based on the shrinkage factor you determined in Part IIa via bootstrapping

What is the maximum possible score?

Max possible score = 13

Use PROC LOGISTIC to explore a very simple model where you associate the outcome DVTPE with a single predictor variable, your newly created risk score.  


	Discrimination/Accuracy
	Calibration

	AUC (95% CI)
	88% (84-93)
	H-L GOF, p-value
	0.2918

	Error Rate (%)
	3%
	Brier Score
	0.03

	                FP (%)
	0 (0%)
	Calibration slope 
	13.62

	                FN (%)
	45 (3%)
	
	

	TJur’s R-squared
	10.3%
	
	

	
	
	
	



Identify a cutoff for your risk score that maximizes the model’s sum of sensitivity and specificity. This could be used to categorize patients into high and low risk groups. Associated disease frequencies should also be reported

[bookmark: _Hlk86071977]‘Optimal’ risk score cutoff = 8 (82% sensitivity and 84% specificity)

	Risk category
	n (% ) DVTPE

	High (score >=8)
	37 (13.7%)

	Low (score < 8)
	8 (0.7%)

	
	



We can also determine  a decision-making criterion threshold that considers the financial cost, health impact, discomfort to patient and further investigative cost (downstream cost) for correct and false diagnosis  based on the prediction model taking into account the prior probability of disease. We will need to specify the prior probability of disease and misclassification costs. See seminar on ROC Analysis (09/27/2019) on how to do this: http://osctr.ouhsc.edu/Seminar%20Series
Alternatively, a nomogram or a decision tree based on CART can be used to present the risk score and associated predicted probabilities.
Classification and regression trees in SAS JMP to create 3 risk categories
Import data into JMP  Click Analyze → Predictive Modeling → Partition
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Part III: External Validation
When we don’t have access to a dataset of patients from another location or time, the model should at the very least be, internally validated. However, even with the preferred bootstrap internal validation techniques, only pure sampling variability is considered, and changes in the patient population are not. External validation, using new data, is generally necessary before a model can be used in practice with confidence. The term external refers to the use of data from subjects who were not included in the study in which the prediction model was developed. Before assessing the performance of the model in a new dataset, we need to compare patient characteristics including overall outcome rates, definitions of outcome and predictors and how these were ascertained, inclusion and exclusion criteria and handling of missing data. We should also pay close attention to spectrum of disease and non-diseased as any differences may affect our predictive performance measures. Assuming comparable study population and variables, we can then proceed with comparing model performance between the derivation and validation datasets.
a) [bookmark: _Hlk86069918][bookmark: _Hlk86069351][bookmark: _Hlk86068685]For demo purposes, we will use and split the ‘score’ dataset we generated when we created the TESS risk score into two equal size datasets and assume data are derived from two different ( in time or space) but plausibly related populations. We will consider one dataset as the derivation and the other as the validation dataset. When both datasets are available, as in this scenario, we can simply score the validation dataset using model coefficients from the derivation dataset and compare performance - the sas program is similar to the one we used for split-sample cross-validation. Use dataset ‘score. sas7bdat’ and the sas program ‘external validation.sas’ to perform external validation when both datasets are available – Run Part IIIa of the sas program provided.
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We should also compare calibration plots between the two samples

b) Alternatively,  it may be more informative to compare performance of the derived risk score in derivation and validation data. In this case we can specify the risk score as the sole predictor in both the derivation and validation data and compare performance. Run Part IIIb of the sas program provided. We should get similar results as above. We can also graphically assess the relationship between our score and predicted probabilities and compare between the two datasets. Run Part IIIb of the sas program ‘external validation.sas’ all the way to ‘proc sgplot’.
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Time-permitting
c)  When the derivation dataset is not available, we can still use known or derived coefficients and intercept to score a new dataset and assess the model’s performance. In this example we will use coefficients and intercept published by Rodgers et al. (p. 514)  to score our data. Run Part IIIc of the sas program ‘external validation.sas’ using data ‘three. sas7bdat’. We can then compare the model’s performance in our data compared to the derivation cohort.
i. Comparable AUCs (0.89 vs 0.877), Brier Scores and calibration 
ii. TJur’s R-squared lower based on  derivation predicted probabilities, 10.3% vs 7.2%
iii. Optimal cutoff in validation = 8 (82% sensitivity and 84% specificity) vs  5 (87.5% Sn and 77.5 Sp) in derivation
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